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Abstract It is known that termination is decidable for right-ground term rewriting systems (TRSs for short). In this paper, we show that termination is also decidable for semi-constructor TRSs, class of which is a super class of right-ground case. Here, a TRS is a semi-constructor system if every defined symbol in the right-hand sides of rules takes ground terms as its arguments. We give a positive answer to this problem that termination of semi-constructor TRSs is decidable.
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1. Introduction

Termination is an important property of term rewriting systems (TRSs for short). A TRS terminates if it does not admit any infinite rewrite sequences; conversely, it does not terminate if admitting an infinite rewrite sequence. Unfortunately, termination is an undecidable property of TRSs in general. This is true even if one allows for only unary function symbols in the rules, or for only one rewrite rule. In some restricted case of TRSs, termination becomes a decidable property. The decidability result of right-ground TRSs can be found in the reference [6]. It is the obvious generalization to the right-ground case of Huet and Lankford’s result [3] for ground rewrite systems. A detailed proof of the decidability for right-ground TRSs can also be found in the reference [2].

In this paper, we consider the decidability problem of termination for semi-constructor TRSs. Here, a TRS is a semi-constructor system if every defined symbol in the right-hand sides of rules takes ground terms as its arguments. We give a positive answer to this problem that termination of semi-constructor TRSs is decidable.

Concerning automated termination proofs for term rewriting systems, the dependency pair approach proposed in the reference [8] is one of the most powerful techniques. Based on the notion of dependency pair, we prove our results by showing the decidability of the absence of the infinite dependency chains for semi-constructor TRSs, which implies the termination of the TRSs. As the class of right-ground TRSs
forms a proper subclass of semi-constructor TRSs, we point out that our result can be viewed as the generalization to the semi-constructor TRSs of the result for right-ground case.

The organization of this paper is as follows: in section 2 we review the preliminary definitions of term rewriting systems; in section 3 we give the detailed termination decision procedure for semi-constructor TRSs; in section 4 we first give some related results concerning loop, head-loop and cycles, then prove the correctness of the decision procedure proposed in the last section; in section 5 we compare our results with the existing results.

2. Preliminaries

We assume the reader is familiar with the standard definitions of term rewriting systems [2] and here we just review the main notations used in this paper.

A signature $\mathcal{F}$ is a set of function symbols, where every $f \in \mathcal{F}$ is associated with a non-negative integer number by an arity function: $\text{arity}: \mathcal{F} \rightarrow \mathbb{N}(\{0,1,2,\ldots\})$. Function symbols of arity 0 are called constant symbols. The set $T(\mathcal{F}, \mathcal{V})$ of all terms built from a signature $\mathcal{F}$ and a countable infinite set $\mathcal{V}$ of variables such that $\mathcal{F} \cap \mathcal{V} = \emptyset$, is represented by $\mathcal{F}(\mathcal{V})$. The set of ground terms is denoted by $T(\mathcal{F}, \emptyset)$ ($T(\mathcal{F})$ for short). We write $s = t$ when two terms $s$ and $t$ are identical. The root symbol of a term $t$ is denoted by root$(t)$.

The set of all positions in a term $t$ is denoted by $\text{Pos}(t)$. Here $\varepsilon$ represents the root position. Positions are partially ordered by the prefix order $\leq$, that is, $p \leq q$ if there exists an $r$ such that $p \cdot r = q$. We write $p < q$ if $p \leq q$ and $p \neq q$. If $p \in \text{Pos}(t)$, then $t|_p$ denotes the subterm of $t$ at position $p$, and $t[s]|_p$ denotes the term that is obtained from $t$ by replacing the subterm at position $p$ by the term $s$. We denote by $\sqsupset$ the subterm ordering, that is, $t \sqsupset u$ if $u$ is a subterm of $t$, and $t \sqsupset u$ if $t \sqsupset u$ and $t \neq u$.

Let $C$ be a context with a hole $\square$. We write $C[t]$ for the term obtained from $C$ by replacing $\square$ with a term $t$.

A substitution $\theta$ is a mapping from $\mathcal{V}$ to $T(\mathcal{F}, \mathcal{V})$ such that the set $\{x \in \mathcal{V} \mid \theta(x) \neq x\}$ called the domain of $\theta$ and denoted by $\text{Dom}(\theta)$ is finite. We usually identify a substitution $\theta$ with the set $\{x \rightarrow \theta(x) \mid x \in \text{Dom}(\theta)\}$ of variable bindings. We denote $\text{Ran}(\theta) = \{\theta(x) \mid x \in \text{Dom}(\theta)\}$ as the range of $\theta$. Substitutions are naturally extended to homomorphisms from $T(\mathcal{F}, \mathcal{V})$ to $T(\mathcal{F}, \mathcal{V})$. In the following, we write $\theta t$ instead of $\theta(t)$. The composition $\theta_1 \theta_2$ of two substitutions $\theta_1$ and $\theta_2$ is defined by $x(\theta_1 \theta_2) = x(\theta_1) \theta_2$ for all $x \in \mathcal{V}$.

A rewrite rule $l \rightarrow r$ is a directed equation which satisfies $l \not\in \mathcal{V}$ and $\text{Var}(r) \subseteq \text{Var}(l)$. We call $l$ the left-hand side and $r$ the right-hand side of the rewrite rule. A term rewriting system TRS is a set of finite rewrite rules. The rewrite relation $\rightarrow_R \subseteq T(\mathcal{F}, \mathcal{V}) \times T(\mathcal{F}, \mathcal{V})$ associated with a TRS $R$ is defined as follows: $s \rightarrow_R t$ if there exist a rewrite rule $l \rightarrow r \in R$, a substitution $\theta$, and a position $p \in \text{Pos}(s)$ such that $s|_p = \theta l$ and $t = s[\theta|_p]$. The subterm $\theta l$ of $s$ is called a redex and we say that $s$ rewrites to $t$ by contracting redex $\theta l$. We say that $p$ is a redex position. The transitive closure of $\rightarrow_R$ is denoted by $\rightarrow_R^*$. The transitive and reflexive closure of $\rightarrow_R$ is denoted by $\rightarrow_R^\star$. If $s \rightarrow_R^* t$, then we say that there is a rewrite sequence starting from $s$, which reduces to $t$. We use $\rightarrow_R^*$ to denote the root rewrite step and $\rightarrow_R^\star$ to denote the rewrite step where redex position occurs below the root. A term without redexes is called a normal form. We say that a term $t$ has a normal form if there exists a rewrite sequence starting from $t$ that reduces to a normal form. A TRS $R$ is called right-ground if the right-hand sides of all the rules in $R$ are ground terms, and ground if both sides of all the rules are ground terms.

For a TRS $R$, a term $t \in T(\mathcal{F}, \mathcal{V})$ terminates if there is no infinite rewrite sequences starting from $t$. $R$ terminates over $T(\mathcal{F}, \mathcal{V})$ if all terms in $T$ terminate. In the case that $T = T(\mathcal{F}, \mathcal{V})$, we say that $R$ terminates.

For a TRS $R$, a function symbol $f \in \mathcal{F}$ is a defined symbol of $R$ if $f = \text{root}(l)$ for some rewrite rule $l \rightarrow r \in R$. The set of all the defined symbols of $R$ is denoted by $D_R = \{\text{root}(l) \mid \exists l \rightarrow r \in R\}$. We write $C_R$ for the set of all the constructor symbols of $R$ which is defined as $\mathcal{F} \setminus D_R$. A term $t$ has a defined root symbol if root$(t) \in D_R$.

3. Decision Procedure

In this section, we first give the definition of semi-constructor TRSs proposed in the reference [5]. Then we propose the decision procedure of termination for semi-constructor TRSs in details. Then we give a theorem which assures the correctness of the procedure.

Definition 3.1 (semi-constructor TRS) For a TRS $R$, a term $t$ is a semi-constructor term if $s$ is ground for every subterms $t$ of $t$ having root defined symbol. $R$ is a semi-constructor system if for every rule $l \rightarrow r \in R$, $r$ is a semi-constructor term.

Example 3.2 TRS $R_1 = \{f(x) \rightarrow h(x, f(g(a))), g(x) \rightarrow g(h(a, a))\}$ is a semi-constructor system.

For a set $T(\mathcal{F}, \mathcal{V})$, we define $\rightarrow_R T = \{s \mid \exists t \in T, t \rightarrow_R s\}$. The decision procedure of termination for semi-constructor TRSs is shown as follows.

1 Decision Procedure SC-T
2 function SC-T
3 /* Input: semi-constructor TRS $R = \{l_i \rightarrow r_i \mid 1 \leq i \leq n\} */
4 /* Output: $R$ terminates or does not terminate */
5 begin function
T_i^1 := \{ t \mid r_i \geq t \text{ and } \text{root}(t) \in D_R \} \text{ for every } i;
8 k := 1;
9 \textbf{while} (\exists i. T_i^k \neq \emptyset) \textbf{ do }
10 \quad \textbf{if} \exists i. (t_i \rightarrow_r t_i) T_i^k \neq \emptyset \textbf{ then }
11 \quad \quad \text{return } "R \text{ does not terminate}";
12 \quad \textbf{else }
13 \quad \quad T_i^{k+1} := \rightarrow_R T_i^k \text{ for every } i;
14 \quad k := k + 1;
15 \textbf{end while }
16 \textbf{return } "R \text{ terminates}";

The following theorem assures the correctness of the decision procedure \( SC_\text{CT} \).

**Theorem 3.3** Concerning the decision procedure \( SC_\text{CT} \), we have the following statements:

1. \( SC_\text{CT} \) eventually terminates.
2. \( SC_\text{CT} \) outputs "\( R \) (does not) terminate" if and only if \( R \) (does not) terminate.

The proof of Theorem 3.3 will be found in the next section.

**Corollary 3.4** Termination of semi-constructor TRSs is decidable.

### 4. Correctness of Decidable Procedure

At the beginning of this section, we first redefine loop, head-loop and cycle [4] and recall the definition of the dependency pair approach [7, 8]. Then we give some results concerning loop, head-loop and cycle which are related with the proof for correctness of \( SC_\text{CT} \). At the last part of this section, we give the detailed proof of Theorem 3.3.

Given a TRS \( R \), a non-terminating term \( t \) loops in a rewrite sequence if the sequence contains \( t \rightarrow^*_R t' \rightarrow^*_R \text{C}[t'[\theta]] \) for some context \( C \), substitution \( \theta \) and term \( t' \). A term \( t \) head-loops if containing \( t \rightarrow^*_R t' \rightarrow^*_R t'\theta \) and \( t \) cycles if containing \( t \rightarrow^*_R t' \rightarrow^*_R t' \). Cycling of \( t \) implies its head-looping, and head-looping of \( t \) implies its looping. We say a TRS admits a loop, head-loop and cycle, if there exists a term \( t \) such that \( t \) loops, head-loops and cycles, respectively. A TRS does not terminate if it admits one of these properties.

**Example 4.1** Let a TRS \( R_2 = \{ f(x) \rightarrow h(f(g(a))), g(x) \rightarrow g(h(x)) \} \) and a term \( t = f(x) \). Then we have the following rewrite sequence

\[
 f(x) \rightarrow h(f(g(a))) \rightarrow h(h(f(g(a)))) \rightarrow \cdots
\]

in which \( t \) loops of the form \( t \rightarrow^*_R C[t[\theta]] \) for a substitution \( \theta = \{ x \rightarrow g(a) \} \) and context \( C[\square] = h(\square) \).

Let \( R \) be a TRS over a signature \( \mathcal{F} \). \( \mathcal{F}^2 \) denotes the union of \( \mathcal{F} \) and \( D_R^2 = \{ f^2 \mid f \in D_R \} \) where \( \mathcal{F} \cap D_R^2 = \emptyset \) and \( f^2 \) has the same arity as \( f \). We call these new symbols dependency pair symbols. Given a term \( t = f(t_1, \ldots, t_n) \in T(\mathcal{F}, \mathcal{V}) \) with \( f \) defined, we write \( t^l \) for the term \( f^l(t_1, \ldots, t_n) \). If \( l \rightarrow r \in R \) and \( u \) is a subterm of \( r \) with a defined root symbol, then the rewrite rule \( t^l \rightarrow u^l \) is called a dependency pair of \( R \). The set of all dependency pairs of \( R \) is denoted by \( \text{DP}(R) \). For any subset \( T \subseteq T(\mathcal{F}, \mathcal{V}) \) consisting of terms with a defined root symbol, we denote the set \{ \( t^l \mid t \in T \} \) by \( T^l \).

For a TRS \( R \), a (possibly infinite) sequence of dependency pairs \( s_1^l \rightarrow t_1^l, s_2^l \rightarrow t_2^l, \ldots \) is a dependency chain if there exist substitutions \( \tau_1, \tau_2, \ldots \) such that \( t_1^l \tau_1 = t_2^l \tau_2 = \cdots \). Given a TRS \( R \) and \( t \in T \), if it admits one of these properties, then the rewrite rule \( t \rightarrow u \) is called a dependency pair of \( R \). The set of all dependency pairs of \( R \) is denoted by \( \text{DP}(R) \). For any subset \( T \subseteq T(\mathcal{F}, \mathcal{V}) \) consisting of terms with a defined root symbol, we denote the set \{ \( t^l \mid t \in T \} \) by \( T^l \).

**Proposition 4.2** For a TRS \( R \), if there exists an infinite dependency chain, then \( R \cup \text{DP}(R) \) does not terminate over \( T(\mathcal{F}, \mathcal{V}) \).

**Example 4.3** For TRS \( R_2 \) in Example 4.1, \( D_{R_2} = \{ f, g \} \), \( \text{DP}(R_2) = \{ f^1(x) \rightarrow f^1(g(a)), f^1(x) \rightarrow g^2(a), g^1(x) \rightarrow g^1(h(x)) \} \).

One of the benefits of the dependency pair approach is that we can follow the essential part in an infinite rewrite sequence as dependency chain.

Given a TRS, \( \mathcal{T}_\infty \) denotes the set of all the minimal non-terminating terms, here "minimal" is in the sense that all its proper subterms terminate.

**Definition 4.4 (\( C\)-min)** For a TRS \( R \), let \( C \subseteq \text{DP}(R) \). An infinite rewrite sequence in \( R \cup C \) of the form

\[
 t_1^l \rightarrow_R \tau_1 t_2^l \rightarrow_R \tau_1 \tau_2 t_3^l \rightarrow_R \tau_1 \tau_2 \tau_3 t_4^l \rightarrow_C \cdots
\]

with \( t_i \in \mathcal{T}_\infty \) for all \( i \geq 1 \) is called \( C \)-min. We use \( C_{\text{min}}(t^l) \) to denote the set of all the \( C \)-min rewrite sequences starting from \( t^l \).

Then we conclude some properties concerning \( C \)-min in the following proposition.

**Proposition 4.5** ([7, 8]) Given a TRS \( R \), a term \( t \in \mathcal{T}_\infty \) and \( C \subseteq \text{DP}(R) \), we have the following statements:

1. For every \( t \in \mathcal{T}_\infty \), there exists a \( C \subseteq \text{DP}(R) \) such that \( C_{\text{min}}(t^l) \neq \emptyset \).
2. For every sequence in \( C_{\text{min}}(t^l) \), every reduction \( \rightarrow_R \) takes place below the root while every reduction \( \rightarrow_C \) takes place at the root.
3. For every sequence in \( C_{\text{min}}(t^l) \), the rewrite subsequence \( t_1^l \rightarrow_R \tau_1 t_2^l \rightarrow_R \tau_1 \tau_2 t_3^l \rightarrow_R \tau_1 \tau_2 \tau_3 t_4^l \rightarrow_C \cdots \) has a finite length.
4. \( s^l \rightarrow_R \tau_1 t^l \) implies \( s \rightarrow_R C[t[\theta]] \) for some context \( C \).
5. There is a \( C \)-min if and only if there is a corresponding dependency chain.
6. For every sequence in \( C_{\text{min}}(t^l) \), there is some rule \( t^l \rightarrow u^l \in C \) which is applied for infinite times.
Theorem 4.6 ([7,8]) For a TRS $R$, $R$ does not terminate if and only if there exists an infinite dependency chain.

The following lemma is a consequence of Theorem 4.6.

Lemma 4.7 A TRS $R$ does not terminate over $T(F,V)$ if and only if the TRS $R \cup DP(R)$ does not terminate over $T^2(F,V)$.

Proof. If $R$ does not terminate, by Theorem 4.6, there exists an infinite dependency chain, thus by Proposition 4.2, $R \cup DP(R)$ does not terminate over $T^2(F,V)$. If $R \cup DP(R)$ does not terminate over $T^2(F,V)$, then there exists an infinite rewrite sequence starting from some term $t^i \in T^i(F,V)$ of the form $t^i \rightarrow^{r^i}_{R \cup DP(R)} t^i \rightarrow^{r^i}_{R} \cdots$. In the sequence, if the root reduction $\rightarrow_{DP(R)}$ is applied infinite times, then there exists an infinite dependency chain, thus by Theorem 4.6, $R$ does not terminate, else there is an index $k$, the subsequence starting from $t^i_k$ only applies reduction $\rightarrow^{r^i}_R$ for infinite times, thus term $t_k$ does not terminate with respect to $R$, therefore $R$ does not terminate.

Next, we talk about the relation of looping between a TRS $R$ and the corresponding TRS $R \cup DP(R)$.

Lemma 4.8 For a TRS $R$, a term $t \in T_\infty$ and a sequence $sq \in C_{\min}(t^2)$, if $t^i$ loops in $sq$, then $t^i$ head-loops in $sq$.

Proof. Since $t^i$ loops in $sq$ with respect to $R \cup C$ where $C$ is a subset of $DP(R)$, we can find a rewrite sequence $t^\rightarrow R,C \rightarrow t^i \rightarrow_{R,C} C[t^i] \theta$ in $sq$ for some index $k$, context $C$ and substitution $\theta$. Since the dependency pair symbol only occurs at the root position, $C[t^i] \theta = t^i_k \theta$. Therefore, we have the rewrite subsequence $t^i \rightarrow \rightarrow R,C \rightarrow t^i \rightarrow R,C \rightarrow t^i \theta$ in $sq$, which shows that $t^i$ head-loops in $sq$.

As the comment of Lemma 4.8, note that “$C[t^i] \theta = t^i_k \theta$” in the proof can not be substituted by “$C[t^i] \theta = t^i_k$”, that is, $t^i$ loops in a sequence $sq \in C_{\min}(t^2)$ can not imply that $t^i$ cycles in $sq$. To see this point, we have the following example.

Example 4.9 For the looping TRS $R_2$ in Example 4.1, $g(x)$ is a minimal non-terminating term of $R_2$. Let $t^i = g^i(x) \in T_\infty$, we can easily find an infinite rewrite sequence in $C_{\min}(g^i(x))$ for $C = \{g^i(x) \rightarrow g^j(h(x))\}$:

$$g^i(x) \rightarrow g^j(h(x)) \rightarrow g^j(h(h(x))) \rightarrow \cdots$$

in which $g^i(x)$ head-loops, but does not cycle.

Lemma 4.10 For a TRS $R$, a term $t \in T_\infty$ and a sequence $sq \in C_{\min}(t^2)$, if $t^i$ loops in $sq$, then there exists a term $t^i_k$ in $sq$ such that $t_k$ loops with respect to $R$.

Proof. By Lemma 4.8, $t^i$ head-loops in $sq$ with respect to $R \cup C$ where $C$ is a subset of $DP(R)$. Thus we can find a rewrite subsequence $t^i \rightarrow \rightarrow R,C \rightarrow t^i \rightarrow R,C \rightarrow t^i \theta$ in $sq$ for some index $k$ and substitution $\theta$. From Proposition 4.5–(4), there exists a context $C'$ such that $t_k \rightarrow \rightarrow C'[t_k \theta]$, that is, $t_k$ loops with respect to $R$.

From the proof of Lemma 4.10, if it is the case that $t^i$ cycles of the form $t^i \rightarrow^*_{R \cup DP(R)} t^i \rightarrow_{DP(R)} u^i$ then obviously we have the following corollary.

Corollary 4.11 For a TRS $R$, a term $t \in T_\infty$ and a sequence $sq \in C_{\min}(t^2)$, if $t^i$ cycles of the form $t^i \rightarrow^*_{R \cup DP(R)} t^i \rightarrow_{DP(R)} u^i$ for some $t^i \rightarrow u^i \in C_{\subseteq}DP(R)$ in $sq$, then $t$ loops of the form $t \rightarrow \rightarrow t \rightarrow \rightarrow \cdots$ for some context $C'$ and $t \rightarrow r \in R$ such that $r \geq u$.

Conversely, it is not true for the proposition that for a TRS $R$, if there exists a term $t \in T_\infty$ such that $t$ loops with respect to $R$, then $t^i$ loops in some sequence $sq \in C_{\min}(t^2)$ with respect to $R \cup DP(R)$, as shown in the following example.

Example 4.12 From Example 4.1, the term $t = f(x) \in T_\infty$ loops with respect to $R_2$. However, we have that the following sequence is the only one in $C_{\min}(f^i(x))$ for $C = DP(R_2)$:

$$f^i(x) \rightarrow f^i(g(a)) \rightarrow f^i(g(a)) \rightarrow \cdots$$

in which $f^i(x)$ does not loop with respect to $R \cup DP(R)$.

There are many unknown properties concerning loop, head-loop and cycle. For example, observe that without the condition “in some sequence $sq \in C_{\min}(t^2)$”, then in the example above, $f^2(x)$ loops of the form

$$f^2(x) \rightarrow f^2(g(a)) \rightarrow f^2(g(a)) \rightarrow \cdots$$

with respect to $R \cup DP(R)$. Thus, we have the following conjecture.

Conjecture 4.13 For a TRS $R$, if there exists a term $t \in T_\infty$ such that $t$ loops with respect to $R$, then $t^i$ loops with respect to $R \cup DP(R)$.

Next, we first give some lemmas on semi-constructive TRSs and then prove Theorem 3.3 by using these lemmas.

The following fact holds obviously.

Proposition 4.14 For a semi-constructive TRS $R$, $DP(R)$ is right-ground.

Lemma 4.15 For a semi-constructive TRS $R$, the following statements are equivalent:

1. $R$ does not terminate.
2. There exists a pair $t^i \rightarrow u^i \in DP(R)$ such that $u \in T_\infty$ and $u^i$ cycles of the form $u^i \rightarrow^*_{R \cup DP(R)} u^i \rightarrow_{DP(R)} u^i$ in some sequence $sq \in C_{\min}(u^i)$ for some $C \subseteq DP(R)$.

Proof.

(1)⇒(2): It is obvious by Corollary 4.11.

(2)⇒(1): Since $R$ does not terminate, there exists a $t \in T_\infty$, by (1) of Proposition 4.5, there exists a corresponding sequence $sq \in C_{\min}(t^2)$ for some $C \subseteq DP(R)$. Thus by Proposition 4.5–(2) and (6), there exists a pair $t^i \rightarrow u^i \in DP(R)$
such that it is applied for root reduction in sq for infinite times. Since $u^5$ is ground, by Proposition 4.14 we have $u \in T_{\infty}$ and $u^2$ cycles of the form $u^2 \rightarrow_{u^2} u^2$ in sq.

We give the proof of Theorem 3.3 as follows.

**Proof.** (Theorem 3.3)

It is easily known that $s \in T_i^k$ if and only if $\exists r_i \geq t$ and root$(t) \in D_R$ and $t \rightarrow_{R}^k s$.

Firstly, consider the case that $R$ terminates. Then the condition in the 9th line will never hold, otherwise we have $t \rightarrow_{R}^{k-1} s \rightarrow_{(i,-r_i)} t'$ and $t' \geq t$ for some $t \in T_i^j$, which leads to a contradiction. Also $T_i^k, \ldots, T_i^n$ will be empty for some $k$, since $R$ terminates. Hence, the execution of the while loop that begins from the 8th line will end and SC(T) terminates with the output "R terminates".

Secondly, consider the case that $R$ does not terminate. Then the condition in the 8th line always holds. From Lemma 4.15 and Corollary 4.11, we have $u \rightarrow_{R} \cdot \rightarrow_{(i,-r_i)} C[u]$ for some index $i$, term $u$ and context $C$ such that $r_i \geq u$ and root$(u) \in D_R$. Thus, $\rightarrow_{(i,-r_i)} T_i^k$ is not empty for some $k$ and SC(T) produces the output "R does not terminate".

The only if part of (2) is trivial. □

5. Comparison

In this section, we briefly compare our result with the existing related results, then we give a result concerning the dependency graph of semi-constructor TRSs and compare it with the result in [1] for right-ground case.

We have shown the decidable property of termination for semi-constructor TRSs by using the notion of dependency pair. Note that the class of semi-constructor TRSs is a superclass of right-ground case.

Next, we talk about the dependency graph of semi-constructor TRSs.

The nodes of the dependency graph DG(R) are the dependency pairs of $R$ and there is an arrow from a pair $s^i \rightarrow t^j$ to $u^k \rightarrow v^l$ if and only if there exist substitutions $\sigma$ and $\tau$ such that $t^j \sigma \rightarrow_R u^k \tau$. We write SCS for a strongly connected subgraph of DG(R). Note that the dependency graph is not computable in general.

For a semi-constructor TRS $R$, we can give the following lemma.

**Lemma 5.1** For a semi-constructor TRS $R$, the following statements are equivalent:

1. $R$ does not terminate.
2. DG(R) contains at least one SCS.

---

In this paper we have shown that termination of right-ground TRSs which is dependency graph based. Denoting growing approximation dependency graph by DG$_g$(R), He showed that for every right-hand TRS $R$, DG$_g$((R)) = DG$_g$,(R), that is, the precise dependency graph of the right-ground TRS is computable. Thus, the decision procedure proposed is that: compute the dependency graph of $R$ using the growing approximation and then determine whether there are any SCSs. For semi-constructor case, we also have Lemma 5.1 to assure that semi-constructor TRS terminates if and only if there is no SCSs in the dependency graph. However, the method above can not be directly applied to semi-constructor case so far, since normally we only have DG(R)$\subseteq$DG$_g$,(R) for semi-constructor TRS $R$. It is still unknown whether the dependency graph of the semi-constructor TRS is computable or not.

6. Conclusion

In this paper we have shown that termination of right-ground TRSs which is dependency graph based. Denoting growing approximation dependency graph by DG$_g$(R), He showed that for every right-hand TRS $R$, DG$_g$((R)) = DG$_g$,(R), that is, the precise dependency graph of the right-ground TRS is computable. Thus, the decision procedure proposed is that: compute the dependency graph of $R$ using the growing approximation and then determine whether there are any SCSs. For semi-constructor case, we also have Lemma 5.1 to assure that semi-constructor TRS terminates if and only if there is no SCSs in the dependency graph. However, the method above can not be directly applied to semi-constructor case so far, since normally we only have DG(R)$\subseteq$DG$_g$,(R) for semi-constructor TRS $R$. It is still unknown whether the dependency graph of the semi-constructor TRS is computable or not. Furthermore, It is also worthwhile to do further investigations on the classes of TRSs, the termination of which is equivalent to the absence of SCSs in dependency graph and the dependency graph of which are computable but the equivalence of termination and absence of SCSs do not hold.
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